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Introduction

This Supporting Information comprises three sections of text and fourteen figures.
In Text S1, the CESM simulation set-up is described in detail. In Text S2, we evaluate the
changes in isopycnal slope. In Text S3, we present further discussions on the diapycnal
mixing in our model.

Text S1. CESM setup

The ocean component of CESM is the Parallel Ocean Program version 2 (POP2),
of which the horizontal resolution is nominally 1◦ with the north pole of the ocean grid
displaced to Greenland. It has 60 vertical levels with thicknesses that range from 10 m
at the sea surface to 250 m at the ocean bottom. The coupled CCSM4 simulations of
the PI simulations [Gent et al., 2011] and the coupled LGM simulations [Brady et al.,
2013], from which the forcing in this study is derived, share the same ocean grid con-
figuration. The coupled simulations have a resolution of 1.9◦ × 2.5◦ for the land and atmo-
sphere, and it has the same resolution for sea ice component as for the ocean. The unre-
solved mesoscale eddies are parameterized using the Gent-McWilliams scheme [Gent and
Mcwilliams, 1990] with a thickness diffusivity that varies proportionally to the local den-
sity stratificiation [Gent and Danabasoglu, 2011]. The vertical convection is handled by
the non-local K-Profile Parameterization (KPP) scheme [Large et al., 1994].

For atmospheric forcing, including precipitation, solar radiation, surface winds speed,
atmospheric pressure, and atmospheric humidity, we use output that is reported by the
CCSM4 coupler every 3 hours. The atmosphere-ocean fluxes, including evaporation, wind
stress, upward longwave radiation, latent heat flux, and sensible heat flux, are calculated
in the ocean-only runs based on the simulated ocean state and the specified atmospheric
state. For ice-related forcing, including sea ice concentration and heat flux between the
ice and ocean, we use daily-mean data reported by the CCSM sea ice component (CICE).
For other ice-related forcing, river runoff, and glacial runoff, we use monthly-mean data.
In each case, the coupled model output is used to construct surface forcing fields that re-
peat every 30 years. The first 10 years of the last 30-year forcing cycle in each run are
excluded in our analysis in order to avoid the adjustment associated with the jump in the
forcing at the beginning of each 30-year cycle. For further details, the readers are referred
to the supporting information in Sun et al. [2016].
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The time- and zonal-mean wind stress and wind stress curl is presented in Figure
S1. Consistent with our model setup, the wind stress forcing in the Test run closely fol-
lows the LGM run in the Southern Ocean until 40◦S. Unlike the wind stress forcing, sur-
face buoyancy flux in the Test run appears to differ from LGM (Figure S2). This is be-
cause more frazil ice is formed in the LGM run due to a colder global ocean temperature,
which releases more brine and increases the negative buoyancy loss close to the Antarc-
tica. The frazil ice is formed as part of the ocean model when the temperature of seawater
falls below the freezing point.

In Figure S2d, we present the zonal-mean buoyancy flux from the Southern Ocean
State Estimate [SOSE; Mazloff et al., 2010], which broadly resembles our PI simulation.
However, the latitude where surface buoyancy forcing changes sign in SOSE is further
south by 5◦ latitude compared to our PI simulations. Therefore, this study does not aim
to reproduce the ocean circulation in the PI and LGM climate. Instead, we focus on the
response of the AMOC depth to changes in the surface buoyancy forcing in the Southern
Ocean.

Previous studies suggest that the simulated AMOC could be biased from the equilib-
rium state due to a lack of equilibration for the deep ocean circulation in climate models
[e.g., Zhang et al., 2013; Marzocchi and Jansen, 2017]. In order to evaluate the potential
influence of model equilibrium on our results, here we use the residual-mean overturning
circulation (ψ̃), which is reported by the model and represents the sum of the Eulerian-
mean overturning circulation and eddy bolus contributions, instead of the isopycnal over-
turning circulation (ψ) as in the main article. The residual-mean overturning circulation is
a good approximation to the isopycnal overturning circulation in the basin, where the eddy
activities are relatively low. We define the AMOC strength as the maximum residual-mean
overturning circulation streamfunction below 500m and the AMOC depth as the depth
where ψ̃(y, z) = 0 in the Atlantic averaged between 30◦S and 0◦ (Figure S3). Note that
the AMOC depth defined using ψ̃ is not qualitatively different from that using ψ̂ (com-
pare Figure S3 with Figure 1). Over the last 120 years, the trends in the annual-mean
AMOC strength (thin lines in Figure S3) are -0.28 Sv/century, -0.17 Sv/century, and -0.64
Sv/century for the PI, Test, and LGM runs; and the trends in the annual-mean AMOC
depth (thin lines in Figure S3) defined using ψ̃ is -0.45 m/year, -0.04 m/year, and -0.24
m/year for the PI, Test, and LGM runs, respectively. This implies that, if these trends per-
sist, the AMOC depth in the Test run would be closer to the PI run and farther from the
LGM run following a longer model simulation. Therefore, the lack of equilibrium will
not affect our conclusion that the Southern Ocean surface buoyancy forcing alone can not
determine the depth of the AMOC in our model.

Text S2. Isopycnal slope

It is hypothesized that the isopycnal slope is constant between the PI and LGM cli-
mate in Ferrari et al. [2014]. However, small changes in the isopycnal slope in response to
surface forcing perturabtions are present in both observations [Böning et al., 2008] and
models [e.g., Viebahn and Eden, 2010; Gent and Danabasoglu, 2011; Wolfe and Cessi,
2010] that could potentially cause discernible changes in the MOC depth. Here, we quan-
tify the changes in the isopycnal slope between the three ocean-only simulations. Instead
of calculating the isopycnal slope directly, we calculate the depth changes of isopycnals
from 60◦S to 30◦S (∆ẑ1; Figure S8):

∆ẑ = ẑ(60◦S, σ2) − ẑ(30◦S, σ2). (S1)

They are mapped to depth coordinates using the mean depth of isopycnals at 50◦S in Fig-
ure S8. Comparison of ∆ẑ between the simulations in Figure S8b reveals that a depth dif-
ference of around 50m in the MOC depth between Test and LGM simulations could be
purely attributed to the small changes in the isopycnal slope (Figure 2d), although these
changes in isopycnal slope are difficult to discern by eyes (Figure S7).
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Test S3. Diapycnal mixing

Following the framework of Walin [1982], we can calculate the water mass transfor-
mation due to surface buoyancy forcing as

T (σ2) = −
1
T

∂

∂σ2

∫ T

0

"
90◦S<y<30◦S

H (σ′2(x, y, 0, t) − σ2)Fs (x, y, t)dAdt, (S2)

where Fs (x, y, t) represents the surface buoyancy flux in the Southern Ocean. If the circu-
lation is purely adiabatic, T (σ2) (blue lines in Figure S9) should be the same as ψ(30◦S, σ2)
(black lines in Figure S9). The difference between the two, T (σ2) − ψ(30◦S, σ2), repre-
sents the water mass transformation due to diapycnal mixing in the Southern Ocean (red
lines in Figure S9). Similar to Newsom et al. [2016], we find that the water mass trans-
formation due to diapycnal mixing is substantial in the Southern Ocean in our study. By
comparing Figure S9 with Figure 2 in the main article, it appears that most of the diapyc-
nal mixing (∼15 Sv out of 20 Sv) observed in Figure S9 occurs in the surface 1500 m in
CESM.

In Figure S12, we plot the mean diapycnal diffusivity between 60◦S and 30◦S with
respect to depth (Figure S12a) and height above the ocean bottom (Figure S12b), which
is within the observed range of diapycnal diffusivity [Waterhouse et al., 2014, their Fig.7].
We also calculate the mean diapycnal diffusivity close to the domain of the diapycnal and
isopycnal mixing experiment in the Southern Ocean (DIMES), denoted by the two rectan-
gulars in Figure S12b. We find a diapycnal diffusivity of ∼1.4×10−4m2/s at 1500m depth,
which is consistent with Watson et al. [2013] that concludes the diapycnal diffusivity to be
O(10−4)m2/s at the same depth around the same region from tracer distributions in the
DIMES project. This suggests that similar effects of diapycnal mixing on the MOC depth,
as discussed in the main article, could be plausibly expected in the real ocean.

Unless in regions of deep convection or in the boundary layer, the diapycnal diffu-
sivity profile is dominated by the parameterized tidally-driven mixing, which scales in-
versely with the density stratification [Jayne, 2009]. The diapycnal diffusivity is largest
between 1.5km and 3.5km depth in Figure S12a due to its weak stratification [Sun et al.,
2016]. This explains the largest contribution of diapycnal mixing to the MOC depth in
Figure S11b. The magnitude of the diapycnal diffusivity in the Test run falls between
those of the PI run and LGM run, consistent with the diapycnal mixing in Figure S11b.
This suggests that the differences in diapycnal mixing can be partly attributed to the inten-
sity of the surface buoyancy forcing in the Southern Ocean [cf. Sun et al., 2016].

Previous studies have suggested that numerical discretization of the nonlinear ad-
vection terms in tracer equation can cause substantial numerical diapycnal diffusion [e.g.,
Griffies et al., 2000; Hill et al., 2012]. Here, we quantify how much of the diapycnal mix-
ing could be associated with discretization errors by defining an effective diapycnal diffu-
sivity. The effective diapycnal diffusivity (κeff) is defined as:

ω̂
∂σ̂2

∂z
=

∂

∂z

(
κ̂eff

∂σ̂2

∂z

)
, (S3)

following the notation of Munk [1966], where the hat “ ˆ ” denotes quantities in depth co-
ordinates as in the main article and ω̂ represents the diapycnal velocity and ω̂(y, ẑ(y, σ2)) =
ω(y, σ2) = 1

Lx

∂ψ (y,σ2)
∂y . A small isopycnal slope has been assumed to derive (S3). For

regions below the surface mixed layer and away from deep convection zones, the water
column is stably stratified and the effective diapycnal diffusivity can be obtained in σ2 co-
ordinates as:

κeff (σ2) =
1
L

∫ L

0

∂ ẑ(y, σ2)
∂σ2

*
,

∫ σ2

σmax
2

ω(y, σ′2) dσ′2+
-

dy, (S4)

where κeff (σ2) = 1
L

∫ L

0 κ̂eff (y, ẑ(y, σ2))dy, L is the meridional length of the integration, is
the diapycnal velocity in σ2 coordinates, and ẑ(y, σ2) represents the mean depth of isopy-
cnal, as defined in the main article.
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For comparison, the parameterized diapycnal diffusivity is also mapped to σ2 coor-
dinates as

κ(σ2) =
1
T

∫ T

0

1
A

"
κm (x, y, z, t) |σ′2 (x,y,z, t )=σ2 dx dy dt, (S5)

where κm (x, y, z, t) is the model reported diapycnal diffusivity, and A represents the inte-
gral area on isopycnals.

We compare the diagnosed effective diapycnal diffusivity κeff with the model re-
ported diapycnal diffusivity κ in Figure S13. It appears that the effective diapycnal diffu-
sivity is approximately the same as the the model-reported value, implying that the numer-
ical diapycnal mixing is not playing a significant role in CESM. Here, we have limited the
calculation of κeff and κ in the deep ocean and within 30◦S and 30◦N. This is because a
stable stratification is required in Equations (S3) and (S5) and the calculation might be not
reliable in the Southern Ocean. Therefore, we cannot exclude the possibility of a larger
fraction of the diapycnal mixing being due to numerical discretization errors in the South-
ern Ocean.

–4–



Confidential manuscript submitted to Geophysical Research Letters

70 60 50 40 30 20 10 0

Latitude

0.10

0.05

0.00

0.05

0.10

0.15

0.20

Z
o
n
a
l-

m
e
a
n
 w

in
d
 s

tr
e
ss

 (
τ x

; 
N
/m

2
)

(a)

PI

Test

LGM

70 60 50 40 30 20 10 0

Latitude

3

2

1

0

1

2

Z
o
n
a
l-

m
e
a
n
 w

in
d
 s

tr
e
ss

 c
u
rl

 (
−
τ x
/
y;

 N
/m

3
)

1e 7

(b)

PI

Test

LGM

Figure S1. Zonal mean wind stress (a) and wind stress curl (b). Note that the slightly enhanced wind stress
curl in the Test simulation close to 40◦S is due to the feathering of the forcing fields between 40◦S and 30◦S.
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Figure S2. Long-term mean seasonally-varying zonal-mean buoyancy flux (a-c) and annual-mean buoy-
ancy flux (d) from the three ocean-only simulations. The time- and zonal-mean buoayncy flux over years
2005-2010 from the Southern Ocean State Estimate [SOSE; Mazloff et al., 2010] is plotted in panel d as a
blue dashed line for comparison.
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Figure S5. As in Figure 1 of the main text, but using un-smoothed data in the Southern Ocean.
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Figure S10. As in Figure 2 of the main text, but using un-smoothed data in the Southern Ocean.
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Figure S11. Dependence of D (a), Disop (a), Ddiap (b), δDisop, and δDdiap on the reference depth zref as
discussed in Section 4. The y-axis is reversed in (a) to show that higher D means deeper depth. The contri-
bution of diapycnal mixing to the MOC depth (Ddiap) decreases with the reference depth because the integral
area (represented by Ly in Figure 3) is smaller for larger zref . However, the contribution of diapycnal mixing
to the MOC depth difference is insensitive to the reference depth.

–12–



Confidential manuscript submitted to Geophysical Research Letters

0.0 0.5 1.0 1.5 2.0

(10−4m2/s)

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

D
e
p
th

 (
km

)

(a)

PI

Test

LGM

0 2 4 6 8 10

(10−4m2/s)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

H
e
ig

h
t a

b
o
v
e
 b

o
tto

m
 (km

)

(b)

dash-dot: smooth (A)
dashed: rough (B)

120 ◦W 60 ◦W
80 ◦S

60 ◦S

40 ◦S

A B

1

2

3

4

5
km

Figure S12. Diapycnal diffusivity averaged on constant depth (a) and on constant height above bottom
topography (b) between 60◦S and 30◦S. Deep convection regions (κ ≈ 1m2/s) are excluded. In Panel (b),
only regions deeper than 2000m are considered following Waterhouse et al. [2014]. This explains why di-
apycnal diffusivity is the largest in the PI run in Panel (a) between 1.5km and 3.5 km depth, due to its weak
stratification, but it is not seen in Panel (b). The subplot within Panel (b) shows the bathymetry (km) close to
the Drake passage. To compare with observations, we calculate the mean diapycnal diffusivity profiles over
smooth topography (dash-dotted lines; A) and rough topography (dashed lines; B) close to the Drake passage
for the PI simulation. And we find that both diapycnal diffusivity profiles are within the observed range given
by Waterhouse et al. [2014]. The regions denoted by “A” and “B” correspond approximately to the domain
of the DIMES project, where Mashayek et al. [2017] concludes the diapycnal mixing to be O(10−4)m2/s at
1500m depth. We averaged the diapycnal diffusivity at 1500m depth over the region denoted by “A” and “B”,
and we find a diapycnal diffusivity of 1.4×10−4m2/s, consistent with Watson et al. [2013].
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Figure S13. Effective diapycnal diffusivity (κeff , defined in Equation (S4)) and model-reported diapyc-
nal diffusivity (κ, defined in Equation (S5)) calculated between 30◦S and 30◦N. The potential density range
covers the depth range from intermediate depth to the ocean bottom.

–14–



Confidential manuscript submitted to Geophysical Research Letters

Test-LGM PI-Test PI-LGM
0.00

0.05

0.10

0.15

0.20

0.25

M
O

C
 d

e
p
th

 c
h
a
n
g
e
s 

d
u
e
 t

o
 d

ia
p
y
cn

a
l 
m

ix
in

g
 (

km
)

S changes

vs changes

Figure S14. Contribution of diapycnal mixng to MOC depth changes due to changes in S and vs according
to Equation (9).
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